
ISO/IEC 38505 — Governing Data for Ethical AI Integration, Deployment, and 

Governance 

 

1. Executive Context 

ISO/IEC 38505 establishes an internationally recognized governance framework that positions 

data governance as an organizational strategic imperative. It adapts the governance principles 

of ISO/IEC 38500 (IT governance) and applies them to data, enabling executives and 

governing bodies to exercise oversight, accountability, and strategic direction over how data is 

used across the enterprise.  

The standard does not prescribe technical controls. Instead, it provides principles, roles, and 

oversight mechanisms that ensure data governance decisions align with organizational strategy, 

value creation, and risk mitigation. It is a governance-level standard suitable for councils, 

boards, and executive leadership responsible for data-driven initiatives such as AI.  

 

2. Scope and Intent 

ISO/IEC 38505 applies to data that is created, collected, stored, or otherwise controlled by an 

organization. It defines data governance as a domain of organizational governance and 

instructs governing bodies on how to direct, monitor, and evaluate data use in ways that balance 

value and risk.  

Key elements include: 

• Governance principles tailored to data use 

• Models for accountability and oversight 

• Integration with broader organizational governance practices 

It does not specify particular data management tools or require specific technical 

implementations.  

 

3. Alignment to Ethical AI Integration Strategy 

Strategically, ISO/IEC 38505 underpins ethical AI by ensuring that data governance decisions 

reflect organizational values, legal obligations, and societal expectations. 

This alignment includes: 

• Embedding data as a governed asset in organizational strategy 

• Ensuring leaders articulate how data should be used, shared, and protected 



• Providing a governance rationale for ethical considerations (e.g., fairness, transparency, 

accountability) that often originate in data lifecycle decisions 

By doing so, the standard helps organizations avoid reactive, siloed data governance that can 

lead to bias, misinformation, or ethical drift in AI systems. 

 

4. Alignment to Deployment and Lifecycle Controls 

The standard supports lifecycle governance by enabling governing bodies to: 

• Assess data strategy and associated risks before AI deployment 

• Monitor conformance and performance of data governance practices during operation 

• Ensure accountability for data use impacts, including AI outcomes 

• Use performance indicators to adjust governance strategies over time 

These expectations align with lifecycle standards such as ISO/IEC 42001 (AI management 

systems) and ISO/IEC 23053 (AI lifecycle processes), which rely on quality governance 

decisions throughout design, deployment, and post-deployment phases. 

 

5. Governance, Oversight, and Accountability 

ISO/IEC 38505 places governing bodies at the center of data governance, requiring clear 

oversight mechanisms. Governance functions include: 

• Responsibility for data strategy and risk tolerance 

• Establishing oversight committees or roles that monitor data governance effectiveness 

• Ensuring transparency and documentation that support audit and compliance activities 

• Aligning data governance with organizational risk, compliance, and ethical objectives 

This focus strengthens organizational accountability mechanisms for data decisions that directly 

affect the trustworthiness, fairness, and legal compliance of AI systems.  

 

6. Risk Management and Ethical Safeguards 

Though not a risk management standard per se, ISO/IEC 38505 encourages governing bodies to 

incorporate risk considerations into data governance decisions, including: 

• Data misuse and unauthorized access 

• Quality, integrity, and reliability of data used in AI training and decision systems 

• Regulatory non-compliance risks (such as GDPR and similar frameworks) 



• Ethical misuse of data that can result in inequitable AI outcomes 

Embedding these considerations within a governance model supports downstream risk 

management practices operationalized through ISO/IEC 23894, NIST AI RMF, and other risk 

frameworks. 

 

7. Strategic Implications for Organizations 

Organizations that adopt ISO/IEC 38505 benefit from: 

• A structured governance worldview that places data at the heart of strategic decision-

making 

• Enhanced trust with stakeholders through formalized oversight and accountability 

• A defensible governance position that supports compliance with regulations and 

standards alike 

• Alignment of data governance with enterprise risk and ethical AI goals 

This standard provides a top-down governance lens that complements the bottom-up controls of 

technical and management system standards. 

 

8. Relationship to Other Instruments 

ISO/IEC 38505 integrates with your core governance corpus: 

• ISO/IEC 42001: Provides governance system infrastructure that supports the 

contextualization of data governance decisions 

• ISO 8000: Data quality management depends on data governance choices guided by 

ISO/IEC 38505 

• ISO/IEC 23894 and NIST AI RMF: Risk categories and treatments reference 

governance decisions about data use and quality 

• ISO/IEC 27001/27701: Security and privacy controls operationalize governance 

expectations about data protection 

Together, these standards create a cohesive governance ecosystem for AI that includes data as a 

central, governed asset. 

 

9. Why ISO/IEC 38505 Matters 

ISO/IEC 38505 matters because data is the foundation of AI systems, and poor data governance 

undermines trustworthy AI regardless of how sophisticated other controls are. 



This standard: 

• Elevates data governance to the level of organizational governance 

• Ensures data decisions are aligned with strategy, ethical expectations, and legal 

constraints 

• Provides a governance framework that reduces risk and enhances value from data assets 

For AI governance programs, ISO/IEC 38505 makes data governance a first-class citizen in the 

architecture of trust, compliance, and enterprise accountability. 

 


